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Abstract

As data increases on a yearly basis coupled with information ex,
since its inception, the amount of data to process has inc ically. It is imperative to
develop techniques to manage this huge data set 8 extﬁ gful information; this process
C of extracting valuable and useful
information, identifying trends, and h/’dgn at/m
previously not known. Data mining has fou‘
customer service, business analytics, ;

continue to increase around the

is popularly known as data mining. Data mining is
s from large chunks of data that is
tion in various industry, e.qg. in healthcare,
rance, forensic and so on. As criminal activities
cially cyber-crime, there is a need to develop more
efficient forensic tools t al isfever increasing data. Data mining has proved to be useful in
this regard. This resear: s at investigating how data mining is utilised in the modern
world to aid the fore gation. The report will also analyse how data mining technique and
tools are being,ut %I globally while also taking into cognisance the type of organisation and
individuals Utllisinglthese data mining techniques with the sole purpose of identifying trends and

provi endations for the general forensic community.
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1.0. Introduction

In recent years, advancement in computer technology has been instrumental in solving crimes in

various fields of modern life. Nevertheless, technology can also be used as a tool to aid crime.

Computer forensics plays a key role in solving various crimes be it cyber-based ggno sed.

Computer forensics is the application of computer science as well as a technology ction

and analyses of evidence in a cyber-investigation (Sindu and Meshramgz012 r forensics

has played a vital role since the development of personal computers. | n existence as
far back as 1984 when law enforcement agencies especially the | Bur€au of Investigation
decided to develop programs that will aid in examining com ce (Noblett et al., 2000).
The explosion of the internet and computer-related crim S been a factor for the increase

in computer forensic activities. Example of these tooﬂ cover!, Forensic Toolkit?, Encase®

oblems for forensic investigators; analysing

and so on.

The steady increase in storage media size ca
a single machine will become cumbe e Which in turns will make investigating and analysing of
large number of machines more di oreven impossible (Fei et al., 2006). If we can analyse the
computer systems that I spitious behaviour without analysing all the data on various

systems, one can signifi ce the time and cost of analysing evidence (Fei et al., 2006).

Digital forensics i application of scientific techniques to digital media to establish facts

from inform icial review. Digital forensic includes disk forensics, computer forensics,
net orensi obile device forensics, device forensics, software forensics, firewall forensics,
datab sics, live system forensics amongst others (Bhat et al., 2010). c. Data mining
techniqUles have vast potentials in forensic science, its models and tools can aid digital forensics
professionals, law enforcement agents and professionals to find clues in a more faster and efficient

way.

L http://www.techpathways.com
2 http://www.accessdata.com
3 http://www.guidancesoftware.com




Data preparation/Generation, Data mining and also Data warehousing are three critical features in
an investigation (Khobragade & Malik, 2014). Data mining has found application in various fields
of study. It can provide insight into human behaviour (Mena, 2003) which as a result can lead to
deterring and detecting offenders in a criminal investigation. It has also been helpful in
investigative profiling; Computer forensics utilise “after-the-event” or post-mortem to analyse

d to

computer crime, this typically involves narrowing down a large search space
investigators of such criminal activities. This processing is done on data collec cea
shortlist of activities that are suspicious; this can then be used by investigat examine'Siimilar

evidence in a more detailed fashion (Casey, 2000).

Since most digital evidence is in textual forms such as emails, data g has been used to analyse

different email network for clues that are usually in the for hip with data, especially
when solving a criminal investigation (Haggerty.et Data mining has also found
application in fraud detection systems to resK card fraud, insurance fraud,
telecommunications fraud and forgery Wiru I and¥Patel, 2011). This research report will
investigate how data mining is utilised in th\ orld to aid the forensic investigation.

1.1. Aims and objectives

The project aims at identifyin re [ligent data mining tools are used in forensic computing

currently, and also providé dations on how this use might be extended to other areas

and places. The objecti follows:

e To collect_or % ata through the process of filling of questionnaires and interviewing
field of data mining, with a specific focus on those who specialise in data
ital forensics

This\ project will also investigate how data mining is being utilised in digital forensics, their
development, their usefulness and how these may be improved in order to assist a wider
implementation especially in places or fields where its application is limited.

e To analyse the data collected from the primary research via questionnaires and interviews to

map the current uses of data mining for forensics geographically, by application area and

organisationally (which types of organisations are using data mining for digital forensics)
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e |dentify and analyse a successful example of the use of data mining and from this analyse the
criteria which are used in a particular area of digital forensics.
e To provide a set of recommendations into the areas of development from the outcomes of

the primary and other secondary research conducted.

1.2. Motivation

The main reason the investigator chose this project is because of the drive t the
relatively new field of digital forensic technology by analysing how it hm P din

analysing and solving real-world problems, while also identifying u nd areas of

applications that might prove useful to others.

1.3. The scope of the project

This project will investigate digital forensic tools and its s amongst forensic experts or

researchers majorly in the UK and some other plax the world. The recommendations
drawn from the survey will be compared‘o o iteratlite to identify new tools that are being
d adoption; this will be highlighted and

utilised and are working effectively but x
suggested for use by the forensic cm& e research scope will be limited to only a small

fraction of forensic experts/resear ldwide as the cost and time implication is higher as

the sample size increas
1.4. Report struct
The remaining pa is report are structured as follows:

Chapter 2 wilirevigw forensic tools as well as data mining techniques and tools used currently in
tion. This will also include an analysis of the impact of these data mining

es and tools.

foren

techni

Chapter 3 is a description of the methodology to be utilised in conducting this research work

including the questionnaire and interview questions.
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Chapter 4 comprises the analysis and evaluation o

f the findings from the primary research data to

discover trends based on data mining tools utilised as well as the type of organisation amongst

others parameters.

Chapter 5 contains valuable recommendations on adopting/improving data mining and forensics

tools and processes in the forensic community.

Chapter 6 provides significant conclusions as well as suggested future work for

\?@
™

N\
.\(,
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2.0. Literature Review
In investigating the applicability of data mining tools and technique to aid the forensic

investigation, it is essential to conduct a background and historical review of data mining and its
application in digital forensics. Emphasis will, however, be focused on two major areas including

how data mining can be applied in forensic computing as well as the data mining tools that aid

forensic computing. This will be helpful in the analysis of our research whic e @ I out
currently utilised data mining tools by comparing our primary research findi at was

observed in the literature.

2.1. Data mining for forensic computing

Data mining technique has boundless potential in the field of f cience, tools and models

and it can be produced to aid or help investigators, law nt agents, digital forensic

professionals and so on, to find data or clues in EREEl ise in a more productive and

faster manner (Khobragade & Malik, 2014). This is\
large set of data in an investigative procggs, e.@g crime scene investigation, accounting

N

ata mining technique using Fuzzy Logic systems,

tion when it comes to analysing a

forensic investigation, cyber investigatio as it offers solution clues that would have

taken a very long time to decode wj

Neural Networks and The Baygsi ie®Network (BBN) has been used in detecting fraud,

@

am, 2007). The rest of this section focuses on how data mining tools,

clustering techniques s t space” has found useful application in crime detection,

Neural Network, SVM Bayesian and Decision Tree are also useful in email forensic

investigation (App

processes an are applied in the computer forensic community.

2.1.1
Fore

mputer security and forensics?
e can be traced back to computer security. Computer security as a field was

primarilys examined at the beginning of the 1970s. During this period, the technique adopted in
the discipline was extensive and more concerned about the improvement of theoretical models
rather than an application that have a practical use (Bell & LaPadula, 1973 & Biba, 2000). One of
the basis of machine learning applications in computer security is unquestionably spoken about

by the work proposed by Denning (1987). From that point forward, a lot of diverse uses of machine




learning has been put forward. Questions about the how security machine learning algorithms are,

have been raised over and again (Barenno et al., 2006).

Regardless of these questions, and of the unmistakable comprehension of the development of the
security of machine learning calculations (Barenno et al., 2008), both established scientific

researchers and tool developers for implementing computer security, now appear to be very much

aware of the fact that the role of machine learning systems in the battle againstieyb ases
of successful deployment of machine learning exist in various aspects of co tergsecurity
(Perdisci et al., 2010). More than 30 years of intense effort and bi lld@rs have been

invested after the first known internet-wide assault occurred in 1988 kn 'Morris Worm"

before we arrived at where we are today. Currently, the com forensic discipline is not
younger than computer security because computer securit¢ ot been in existence for
more than 30 years old. By 1984, the FBI Laborator‘ in n with other law enforcement
organisations started creating computer programs t\ mputer proof.

In 1993, the FBI facilitated an Internation.Lav\@ment Conference on Computer Evidence
in which 70 representatives of differe No ernment, state, and local law enforcement

was not until recently that computer forensic

organisations were in attendance
started receiving quality attenti the€ computer science community. As at the year 2000,
the repercussion of cybef<aikta reported by all the daily papers and TV channels. During the
same period, portable r telephones and GPS route navigating system started to overrun
the ordinary life o ce individuals were turning out to be more acquainted with emails,
social netw a tant messaging platforms, it was indeed evident that PCs will have

immédiatel ined significance regarding the forensic investigation (Ariu et al., 2011).

With rowth of technology, and also the various means of communication, e.g. emails, phones,
laptopsi®there has been an increase also in dataset, hence, forensic investigation typically will
require analysis of this ever increasing data when carrying out investigations. It is crucial to develop
a technique that would help in analysing this large data set, to find essential clues; data mining

renders itself useful in this regards as it helps to find those clues in a relatively short time.
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2.1.2. Forensic investigative process/framework
The forensic investigation of any digital evidence is majorly utilised as a post-incident response to

an action that can most likely not be characterised as lawful or to an occurrence that does not
agree with an organisation’s standards and policies. Even though the coverage of physical forensic
investigation model has developed during that time, the participation of digital evidence has made

its coverage felt recently (Bhat et al., 2010). M Pollitt (1995), recommended a four-sta

which maps acceptance of documented evidence in the court of law to affirnglits €

giving a solid base for managing potential digital proof (Pollitt, 1995).

The steps include acquisition, identification, evaluation as well as a S 2001, DFRW

thought of a framework as seen in figure 1. This is the key frame all proposed models

that are followed till date. “
P 3

Presentation

Identification Preservation Collection Analysis

Figure 1: DFRW ensiM

In 2

. suggested a model known as an abstract digital forensic model, taking into
FRW model, in which the critical parts of the model included nine stages. The
demerits, as cited by the creators, is that the model is excessively broad for practical use, there is
no simple or clear technique adopted in testing the model. Also, each subcategory included in the
model will make it considerably more cumbersome. In 2006, Kohn, Eloff & Olivier suggested a

model, combining the best and vital elements of the considerable number of models that have

been proposed to date. The framework is crafted to the point that it can adequately accommodate
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any number of the additional stage. The basic model proposed by Freiling & Schwittay (2007);
geared toward computer forensic processes and incident response. They permitted an
administration situated approach in digital examinations while maintaining the likelihood of a
comprehensive forensic investigation (Freiling & Schwittay, 2007). Mohd et al., (2008), recognises
the five classes of computer forensic research to include framework, networked environment

ive of

computer forensics, data detection, reliability, recovery, and lastly, acquisition. Th
detection and recovery refers to the recognition and recording of digital obje have
valuable information about an incident. Bhat et al., (2010) emphasjsed t jonedf an
alternative framework for carrying out investigative process on a phys device, which

expands on the models that have been previously proposed. It |i ses and chalks out

pro

the execution process for extraction and pre-preparing xtricated from a flash

device/drive.

Even though there are several frameworks that ly available, it is still difficult to

determine the particular forensic framewek t |s;eXally adopted in the digital forensic field

\

ia. Generally, regardless of the particular framework

and the reason for their adoption. This r rk also seeks to find out which forensic

framework is still most widely accep rimary research that will be conducted among
forensic professionals in industry a
d

chosen, data mining during the analysis of the data stage of any forensic

framework adopted.

2.1.3. Forensic
In analysing a

ing tools using data mining technique)
g analysed data in a forensic process (via a forensic framework), several

forensic toolsican jge utilised some of which use data mining techniques in conducting the analysis.

Tabl some data mining tools that can be used for forensic investigation with emphasis

on th trengths and weaknesses.
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Table 1: Strength and Weaknesses of some Forensic Tools (Lalla & Stephen, 2010)

investigators to carry
out simultaneous
system processing on a
network

intrusion detection syste
e |t is the most preferre
when carrying o)
enterprise investigadi
e Provide information.s
opened file

Tools General Description Strength Weakness
e Can extract more data in
comparison to PDIR
Designed for | * Does not change dataon a
integration with | remote system . .
8 . . - y‘ * Gives a large chunk of possible
enterprise security | * Data acquisition rate is at | . .
) information usually more than
architecture, and as| 3.5 MB/s )
Encase o . what is essary
. such, giving improved | ¢ It has a good security .

Enterprise * Inability t ed on
o access control as well | system known as SAFE y
Edition v . ) ) . a network, an imiting

as audit functions | which effectively manages
4.19a (Casey : : . . data ount
while also making it | system security concerns. . .
& Stanley, ossible for digital | » It can be integrated intoan | - istrator rights
2004) P 8 g initial reading

es data acquisition

Integrated E-
mail Forensic

A Java application that

2008)

and
Stylometry

Analysis can be used to
Framework determine email
(Hevner, authorship
2003)

Utilises
AutoMiner mining
(Igbal et al,

Can localise
that relates to

i.e, Emailfgeogra
loC3ljsati
The ‘& foundation
text mining,
i | analysis as well as
etry working with
cial networking concepts

SP

al

e There is a prompt for further
investigation with Email social
networks

e Cohesion technique level needs
to be improved to get a more
reliable result

e Dynamic extraction of
write print which is a unique

identifier for authorship
e |ts accuracy rate is
between 86-90%

e A robust technique for
authorship determination

e Accuracy decreases with a
corresponding increase in the
minimum acceptable threshold
interval

e Frequency pattern not being
conspicuous leads to manual
write prints examination

Utilised in email

authorship

e Gives a system
approach to determine
the raw style markers
relative effectiveness

e Require more experiments in
determining authors to style
markers sensitivity

(Corney et al determination e Has foundation on| e No provision of admissible
2002) ! Structural minimisation evidence
principle
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Tools

General Description

Strength

Weakness

ProDiscover
IR 3.5 (Casey
& Stanley,
2004)

Crafted to examine
one system at a time
and it comes in handy
when investigating a
small number of
systems

e Possess optional
password and
encryption protection

e Only displays
information that has
been verified to be
complete

e Llastaccessed date/time | e

stamps are changed

while performing some

processes

e Needs administrator rights

e Possess data acquisition rate
of about 5.5MB/s

e Inability to view data shared
on a network, as such,

limiting data amount

While table 2 comprises predominantly commercial application

source forensic tools, some of which include (Huebner & Zaner

e The Sleuth Kit (TSK) with Autopsy is an open source to

utilised for the extraction of files.

e AFFLib incorporating Advanced Foren5|c Fo

be seen in John et al., 2010);

e Fiwalkis focused on automation an
e PyFlag, aimed at bringing to
conducted via a Pyt
e Digital Forensics Fra
from ArxSys; is_lse

((Digital-foren

vali

G

2015)

e

forensic investigation team and judicial bodies

ergar o alternative open

030 Carvey & Altheide, 2011):

GUI (Graphical User Interface)

cx more information about this tool can
\k disk image processing;

e forensic investigation of different data sources

, also known as Open Source Digital Investigation Framework

minantly to collect, preserve as well as reveal digital evidence

orensics Architecture (OCFA) is a modular design done by the Dutch police
tion and analysis of large volumes chunks of digital evidence; and
EKA tool is used to analyse data from flash drive. A statistical approach is employed in

ting how reliable the pre-processed data are. It also forms a bridge between the digital

It is important to note that open source forensic tools have garnered huge usage in the forensic

industry especially Sleuth Kit (TSK) with Autopsy. Even though several tools exist in the forensic

industry, and previous research work has analysed some of these tools, our research work seeks
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to find out which tool has been the most useful and can be adopted by others in the forensic

community as well as new tools that are gaining ground in the forensic industry recently.

2.2.  Application of data mining in forensic computing
In the previous section, we looked at some forensic and data mining tools. This section will

however, will explore the sectors, theoretical concepts and industry where the data mining tools,

techniques and algorithm have been extensively used. This sector would beyco our

primary research to identify trends, new industries or systems where data been

extensively utilised. This review will cover fraud detection, crime detegtion

2.2.1 Fraud detection system

Credit card fraud, insurance fraud, check forgery and telec nications fraud are the

predominant types of fraud. Insurance fraud is rampant in and travel. The Uniform

Suspected Insurance Fraud Reporting Form Whlch is ad se by the NAIC Antifraud Task

Force in 2003, replaces the previous Task Force for creates a standard for insurance

data fraud for the insurance industry, maklng it r to report and also track fraud. Fraud

detection includes three kinds of guilty ck, 1997); Criminal offenders, organised

criminal offenders that cause major offenders who carry out fraudulent activities

known as soft fraud. This is usually d by individuals going through financial difficulties.

A fuzzy logic system in fraud evaluation policy via the use of optimum threshold

values (Altrock et al. 19 outcome demonstrated the possibilities of fraud and the reasons

why an insurance be false. The system results were a little better than that of the

auditors. Ano gic system utilised two ways to copy how fraud experts reason (Cox et
1

al. y, fhe discovery model utilises an unsupervised neural network to discover the

conn iR data and clusters, after which cluster patterns are recognised. Secondly, the fuzzy
anom detection model uses the Wang-Mendel algorithm, to discover how providers of
healthcare carry out fraud against insurance companies. Hot spots methodology conducts a three-

stage process (Williams et al. 1997):

e k-means denotes that clustering algorithm for detecting clusters is utilised as a result of other

clustering algorithm being more computationally expensive.
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e (C4.5algorithm:the subsequent decision tree can be changed over to a rule set and also pruned
e Visualisation equipment for the evaluation of rules, building statistical briefs of the entities

linked with each rule.

Williams (1999) expanded the hot spots methodology via the usage of genetic algorithms for rules

generation and exploration. Self-Organising Feature Map by Kohonen's was deployed in classifying

injury claims in the automobile industry based on the fraud suspicion size (B 98).
The legitimacy of the Feature Map was then assessed utilising a back propagati m as
well as feedforward neural networks. From the result, it can be seen t ue was more
dependable and steady when compared to the fraud assessmen n methods have
turned out to be exceptionally successful in detecting fraud (He et 98; Chen et al. 1999) and
later on can be combined to classify crime. The distributed model (Chen et al. 1999)
uses a reasonable cost model to check C4.5, CART,‘S w ive Bayesian grouping models.

The strategy was put to use in credit card type transagsio

The neural data mining methodolog, utilisSes le-based association rules for mining
representative data and also the Radial ction neural network for mining analogue data
(Brause et al., 1999). The method es the importance of using non-numeric data for
fraud detection. It was discove e outcome of the associated rules increases the accurate
prediction. The SAS Enté Software (SAS e-insight, 2000) relies on upon association
rules, classification tec well as cluster detection for fraud claim detection. The Artificial
Neural Network ( e Bayesian Belief Network (BBN) study utilised the STAGE algorithm
for BBN in b

ch

r lon for ANN and fraud detection (Maes et al. 2002). STAGE greater than

one tween two phases of pursuit: running the initial search method against the
objec tion, and hill climb running for value function optimisation. The outcome
demonstrates that BBNs were much faster to train, yet were slower when connected to new cases.
The scores are arranged in descending order of the fraud potential. They also generated the
detailed rules associated with the fraud claim. Fairlsaac prescribed backpropagation neural
systems for fraudulent use of credit card (Weatherford et al. 2002). The ASPECT team
(Weatherford et al. 2002) concentrated on neural systems to prepare current client profiles and
also client profiles histories. A guest's existing profile and the guest profile history are contrasted
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to determine whether or not fraud has occurred (Cahill et al. 2002). It is also used to expand on
the adaptive fraud detection framework via the usage of fraud score applications in detecting
fraud (Fawcett et al. 1997; Ormerod et al. 2003). It used element BBNs also called Mass Detection
device to recognise false claims, which then utilised a rule generator known as the Suspicion
Building Tool. Fraud types include insurance, internal, credit card and telecommunications fraud.

Numerous kinds of fraud detection include insurance, internal, telecoms and credi fraud

detection. Internal fraud detection comprises of fraudulent account reporting by ent
(Bell et al. 2000; Lin et al. 2003), and irregular retail dealings/transacti rkere)(Ki tal.

2003).

There are four kinds of insurance fraud: crop insurance (Little . 2002), home insurance
(Bentley, 2000 & Von Altrock, 1997), automobile insuranc u ction (Phua et al., 2004;
Belhadji et al., 2000; Brockett et al., 2002; Viaene e‘al., efano et al., 2001), and health

insurance (Riedinger & Major, 2002; Yamanishi et al! olitary meta-classifier is utilised in

credit card refers to the screenin card applications (Wheeler et al. 2000), or/and well
documented credit car n ngl(Fan, 2004;Chen et al. 2004; Chiu et al. 2004 ; Foster et al.

2004; Maes et al. 2002; . 2002; Kim et al. 2002;).

Telecommunicati ion data (Moreau et al. 1997; Rosset et al. 1999; Cahill et al. 2002;

Cortes et al. wireless and wired phone calls (Burge et al. 2001; Kim et al. 2003) are
chec sactional fraud detection was presented by Foster et al. (2004) and also the
predi ad debts (Ezawa et al. 1996). Past literature majorly focuses on the video-on-
dema ebsite (Barse et al. 2003) and also IP-based telecom service provider (McGibney et al.
2003). Online vendors (Bhargava et al. 2003) and online purchasers (Sherman, 2002) can be
checked via automated systems. Fraud identification in government parastatals, e.g., tax (Bonchi
et al. 1999) and also customs (Shao et al. 2002) has likewise been documented. Generally, these

tools have proved to be effective in helping to ameliorate fraud in these different industries.
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2.2.2. Crime detection
Another major area forensic science has proved to be useful is in the area of crime detection.

Crime according to Webster’s’ dictionary is an act or a committing of an act that is not permissible,
or the negligence or omission of duty which is required by public law and makes violators liable to
punishment via that law. A criminal act includes a range of activities such as simple civic duties

violation (for example, illegal parking of vehicles) to crimes organised internationally (f ample,

the 9/11 US attacks).
Crime data mining methodology and techniques

Data mining in the setting of intelligence analysis and crime is a leld. The. Entity

extraction has been utilised for automatic identification of indi al, vehicle, narcotic drug,

Q ice (Chau et al., 2002).
0 late automatically with diverse
x n, in crime records (Hauck et al.,
w

2002). Deviation detection has an appIicaWn intet

address as well as personal properties from the story re
Clustering technique such as "concept space" has bsen u
objects, for example, persons, associations, vehicl
trusion detection, fraud detection and
other criminal analyses involving the trace o activities. The classification has discovered
an application in email spamming de eople that send unsolicited emails (de Vel et al.,

2001). String comparator has be get deceptive information.

2.2.3. Email investigat

Emails are one of the medium used in today’s world for communication and are

therefore one of t

following secti de an in-depth analysis of email forensic. This will be compared to the
resul btair@ our primary research in this project.

E-mai

ely investigated data when looking for clues in solving crimes. The

tools

Researchers have used already existing state of the art data mining methods, a visualisation
technique, machine learning algorithms in the implementation of various frameworks and tools.
These tools can be applied in various ways because they have a varied function in investigating
cyber-crime. Some of these tools are online based, e.g. UnMask, MET that utilises online e-mail

data. Some, however, are offline by nature, e.g. IEFAF, EMT and so on, that utilises offline e-mail
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dumps in extracting relevant information useful for the forensic investigation (Sobiya et al., 2012).
The Malicious E-mail Tracking (MET) and the benchmarking tools of E-mail Mining Toolkit (EMT)
system were developed at Columbia University. These tools utilise data mining techniques to carry
out behaviour-based analyses as well as social network analysis (Stolfo et al., 2003 & Stolfo et al.,
2006). EMS toolkit provides insight into a user’s social network (Hongjun et al., 2008). Visualise

Association inside E-mails (VAIE) create data models from emails to categorise th key

word searching techniques (Fanlin et al., 2009). Visualisation techniques have n or e-
mail analysis to give a graphical representation of e-mail data. IEFAE pos eatlres h as
computational statistical distribution, email authorship analysis perfo data mining

models generation (Rachid et al., 2009).
E-mail author attribution

Authorship analysis is a procedure of looking at tfe at a written piece to deduce its

Authorship. Its roots emanate from a scientific tl nown as stylometry; which means
uth

the statistical analysis done on literary ship examination is grouped into three

identification decides the Likelihood of a written

noteworthy fields, Authorship identi similarity detection as well as authorship
characterisation (Khan et al., 2012
piece to be produced or writte ticllar author through the examination of other writings
done by that author. It pplication in a little yet differing number of utilisation
territories. Major exa the identification of authors of literature, forensic analysis in
criminal cases an program codes (Khan et al.,, 2012). Authorship analysis has been

connected t li sages as of late (Sobiya et al., 2012). Admirable results were acquired

regaf@ing e orship analysis on both collected and across diverse topics as stated in (de

Vel e 1 & de Vel, 2000). In another writing, four types of composing style including
syntac lexical, content specific features and structural; alongside SVM were utilised to
recognise the writer of online messages and email (Zheng et al., 2006 & Zheng et al., 2003) which
was expanded via genetic algorithm as stated by Jiexun et al in 2006. Stylometric elements
consolidated with unsupervised strategies have been utilised for authorship identification and also

similarity detection as stated by Abbasi & Chen in 2008. A novel strategy termed as Write-print
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utilising frequency pattern mining has been produced as stated by Igbal et al. in 2008, which was

further enhanced utilising clustering technique as stated in Igbal et al. in 2010.
E-mail classification and clustering

Most email mining undertakings are being proficiently done by utilising email classifications. The

assignment of email messages from one category to a pre-determined category set | wn as

Email classification. The goal of automatic email classification, however, is to ca ivity

on behalf of the user via machine learning strategies. Samples of utilisation mail
arrangement into the spam filter, authors or folders (Sobiya et al., 201 ff@rent classifiers
(Neural Network, Naive Bayesian, Decision Tree and SVM) have detect suspicious
emails (Appavu & Rajaram, 2007). Naive Bayesian classifier utilised for recognising
dangers from an organisation's quickly growing email data iscUssed in Shekar & Imambi in
2008. Different studies have uncovered that SVMghas icated to be exceptionally robust
and effective. Clustering techniques are also usedaw ning data set are not accessible via
automatic data categorisation. CIusterirQ teclihiqug®has been utilised widely for authorship

analysis and also text categorisation (Sohi 12). A powerful advanced digital text analysis

methodology has been discussed t al. in 2010; which depends on clustering based

text mining technique.
E-mail social network an

Social Network an o the investigation of communication connections or relationship

between indivj eals much information about his/her conduct and circle of individuals

examples between elements in an email accumulation to get social standing. The relationship
between individuals has been extracted to find criminal groups as discussed in Rabeah et al. in
2011. Goldberg et al. has likewise investigated social Network investigation in 2008. The
investigation utilised recursive data mining with a specific end goal to distinguish as often as

possible, frequent occurring groups in online messages (for example, blogs, emails, chats and so
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on). Studies have demonstrated that frequent pattern mining methods have been extremely

fruitful in this problem domain.

2.3 Other areas where data mining tools have been applied
This report has looked at three major areas of data mining application, however, data mining has

found application in other research areas and fields such as accounting forensics (Kovalerchuk et

al., 2011), fingerprint mining (Baughman et al., 2010) which also has useful lic rime

detection as well as supply chain management which also utilises accounting foresics iques

Z

earch work conducted in

(Warren & Pearson, 2013).

2.4  Real-world case studies
The previous section has explored areas of forensic application a

academia. It is also essential to explore how these tools a s have been adopted to

Fogmpes drawn from industry,

solve real-world problems. The following sections are
@
majorly from the company PwC and Arthur Anderser\ erstand how digital forensic have

been utilised in solving problems.
[
2.4.1 Case study - ENRON CASE

The Enron Case scandal was uncover

2001 which later resulted in the bankruptcy of
Enron Corporation; the energy (Li,

of

all of Enron has been portrayed as the biggest failure
in the historical backd capitalism, and its fall had a remarkable effect on the
financial market. The or, reakdown led investors to lose a lot of cash and workers to
heir retirement funds and medical insurance. Furthermore, it
resulted in the d @ ion of Arthur Andersen LLP, which was the audit organisation that
ht

performed inside and outside accounting on behalf of Enron Corporation (Bratton, 2015).

The
bookk

t investigation went on for five years and uncovered the complicated and illegal
ing practices encouraged and carried out by Enron's previous executives. The
examinations resulted in 31 terabytes of digital data with the inclusion of data from 130
computers, more than 10 million pages of reports and thousands of emails, winnowing proof that

helped deliver convictions of the organisation's top officials, among others (The FBI, 2015).
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2.4.2. Case study - State sponsored network intrusion, Act of economic espionage (PwC
Cybercrime US Center of Excellence: Case Studies, 2010)
An international energy organisation with its headquarters in the US was reached by the FBI and

prompted that their network compromised/endangered through a state sponsor. The systems and
network of the company are constantly being invaded by a foreign government. The FBI offered

to disclose information to on location people holding a US Government Top Secret leeway.

Therefore, the organisation recruited the services of PwC's cleared cybercrimeftga

The state sponsor utilised a Persistent and Advanced Network Intrusion techni t im of

compromising many hundreds of topographically separate system to usiness deals

economic intelligence. The hackers compromised many systems lo attered across the

Q

of customer system to conduct

Middle East, the United States and South America. PwC work customer to uncover this

system and also to use forensic techniques to analyse the
e Network Forensics: PwC gathered log data f% a
network forensics investigation. This was x
[
carried out on the compromised netwo\
was utilised to break down suspected malicious

the system. This analysis discovered the kinds of

iscover patterns in the communication

e Malware Forensics: PwC's owned m

documents and processes dis

incoming as well as @utgoi ication linked with the malware and also functionality

PwC's forensic team br out the accompanying vital discoveries:

e Discovery of t methodology

e Finding e tilised in navigating through the company network environment

° isC technique used in stealing the domain admin passwords by the state sponsor
o C on of the attackers' constant remote access to the systems and company network
TheWdetermination that the intruder had at least two years access to the company's
environment

e Confirmation of theft of data that has economic value
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2.4.3. Casestudy - Global ATM fraud, Network intrusion, PCI data theft, & PII exposure (PwC
Cybercrime US Center of Excellence: Case Studies, 2010)
A Global Fortune 100 organisation encountered a cyber-attack and breach of data which resulted

in the loss of Personally Identifiable Information (PIl) for a considerable number of clients. Amid
the cyber-attack, credit card numbers with their pin numbers were breached. The hackers utilised

this data to make imposter ATM cards with the stolen information implanted on the cards. The

hackers conveyed the fraudulent ATM cards to people situated in a few urban
world. In a coordinated fashion, the ATM cards were used to withdraw millions o ythin a

short period.

e Network and malware forensics: PwC's primary incident responge diseov the primary cause

of the network intrusion. Further, PwC uncovered all the s at were compromised in
bilities. This included an
examination of found custom malware logs affel ne ic. There was also a thorough

investigation and review of the organisation's cor stem via penetration testing by the
security team. o

e Protected data analysis: PwC brok No organised and unstructured data on the
compromised computer syste | an@ Pl data. After distinguishing data sources having
PIl, PwC consolidated, de-c orted the unique occurrences of the information. PwC's

identified the target eft, network intrusion as well as the lacking of security
protocols that led tq a breach.

e Computer For safeguarded and also analyse several compromised systems. The
forensic S ated the primary point of intrusion, the systems that have been

C

ro d also the how/where unrecognised data exfiltration.

rensics—Twelve custom malware incident was discovered and investigated to find

thefpurpose, capability and functionality. This malware was obscure and undetected even by
antivirus technology.

e Data Discovery & Disclosure—PwC procured and investigated almost 20 terabytes of data with

a specific end goal of recognising delicate client data for notification purpose.
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2.5. Gaps in the Forensic Industry
Digital forensics is relatively new (Baryamureeba & Tushabe, 2004 and Reith et al., 2002). Different

strategies have been proposed, yet no standard strategy exist in the digital forensic field. A few
forensic techniques are utilised with positive results in places where others have not been able to
prove events beyond doubts. The reasons for this failure are insufficient resources, the absence
o, the

ded

of adequate training and funds shortage. Specialists are rare and costly (Allinson, 200

absence of a professional association overseeing the activities of specialists has

(Allinson, 2004 & Tushabe, 2004); this is still the case today. There is also a | f i cy in
terminologies used within the research community. Furthermore, th arities in the
wordings used to explain the different processes (Cohen, 2 & 4C0h 2010); no critical

movement from this issue has been noted as of late.

Recent literature uncovers various proposed systems, S strategies that have been set
up trying to portray an efficient digital exam% io ss formally. In digital forensic
investigations, various processes concentrate o di e actions performed, for example, data
extraction. Others tend to be more conce.rx examination of the data extricated from

the digital media. There is no agreed uni nsic framework within the forensic community.

From the literature studied, it is a that open source tools such as WEKA, and so on, are

preferred for academiagthis ecause they do not incur any licensing fee, while it is
r

difficult to determine fi which tools are utilised in other industries. It is also difficult
to determine which too re common in certain parts of the world. Lastly, the uses of data
mining technique earlier is still growing. Recent literature has delved into new fields; one

of such not@ble o the mobile forensic terrain. Xu et al., (2013) proposed a cloud-based
fram C obSafe to analyse the security of mobile applications using data mining
techn .However, the application and testing of this framework has been limited to the Chinese

market!

2.6.  Summary of Literature
This review has looked at how computer forensic has evolved over the years with an emphasis on

the impact of data mining in the field. The researcher has explored forensic frameworks as well as

how data mining fits into this framework. The researcher has also explored forensic and data
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mining tools such as ProDiscover, Autominer and so on, as well as another open source alternative
such as WEKA. Industries and sectors where digital forensics, and data mining tools are utilised
e.g. fraud detection, crime detection, email forensics and so on, were also explored. Real-world
case studies such as the ENRON case were also explored to highlight how these tools have made
an impact in the real-world industry. Other examples from PwC and Arthur Andersen LLC were

also studied. Finally, a look at gaps that were observed from the literature study wa ne.

\?@
O

N\
.\(,
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3.0. Methodology

3.1. Secondary Research
The Secondary Research (literature review) was conducted for this project using materials

obtained from the XXX library which includes journals, books and articles, and so on. These

materials were read to understand data mining concepts, for the purpose of starting this project.

Other digital sources such as IEEE Explore and direct science accessible using U @i were

also utilised in writing the review. The researcher’s supervisor was also very hel viding

many research materials to study, which formed the core of the litera

3.2.  Primary research

The forensic investigation research for this project was done usin ixed methodology, which

included the collection, analysis as well as the integration of litative and quantitative
research. The advantages and disadvantages of %ilisi d methodology approach are

provided in table 2:

Table 2: Advantages and Disadvantages of mixed meth.logy

Advantages of Mixed Methodolo Disadvantages of Mixed Methodology

e The research design could be very

It gives strengths which off:
guantitative and qualita ss for complicated.
this project. e Consumes more time and resources to
e |t provides a mg ensive and full plan and implement this type of research.

understandi e research problem | e It might be hard to plan and get one

than flitative or quantitative method done by leveraging on the findings
of another.

vides a way of designing better and | ¢ It might be vague to solve discrepancies
context-specific instruments. that occur while interpreting findings.

e |t makes it possible to explain how causal

processes and findings work.
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Quantitative research denotes a systematic investigation using a mathematical, statistics or
computational technique (Lisa M, 2008). Quantitative research majorly uses questionnaires to
gather raw data, while also utilising specific analysis technique, e.g. mathematical models and so
on. Contrariwise, Qualitative technique is concerned about the studied utilisation, collection and
also empirical material selection which includes personal experiences, case study, interviews,

observations and so on, (Willig 2008). It can also be defined as an empirical research with

data other than numbers (Willig 2008). This research project includes both and

qualitative analysis and also identifies the advantages and disadvantages of uantita and
qualitative research method will help maximise the outcome of the surv g the forensic

investigation. The critical analysis is provided in Table 3:

Table 3: The critical evaluation of quantitative and qualitative research methods

Advantages of Quantitative Research i uantitative Research

Quantitative Research is valuable amid the ator of a study using quantitative

early periods of any research study, whéR thelresa@rch is energetically involved through out

researcher may have the uncertaj e research. This gives the researcher a

correctly knowing what will be in e subjective point of view of the study and the

the area of concentration rt” of | associated members. The authority translates

examination does not rée rigfoutline to | the examination according to his or her

arrange before it his gives the | specific uneven point of view, which skews the

researcher the V to let the study | collected information. Another demerit is that

build up arily. Another good | this examination procedure is to a great

Pos to jective investigation, is that | degree difficult, and can continue going for an

the r gains a clear and rich data has | extensive period or even years (Woolf, Tanna,

intensiely formed depictions or visual | and Karam Singh, 1985)
affirmation, e.g., photographs. This sort of
investigation looks at the association and

social hugeness and how it impacts individuals,
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which is beneficial particularly in sociology

(Woolf, Tanna, and Karam Singh, 1985)

Quantitative research allows the investigator | The essential burden of quantitative
to measure and explore information. The | examination is that the setting of the study or

relationship between a free and ward variable | examination is ignored (Miles and Huberman,

is put into consideration in the subtle element. | 1994).

This is precious because the investigator is o \ ,
Quantitative research doe C ngs

more focused on the findings of the

in a trademark settin e important

examination (Miles and Huberman, 1994).

things to have ople as it is done

Quantitative research can be used to test | by a pers mination (Miles and

hypotheses in examinations as a consequence | Huberm 4).

of its ability to evaluate information using

h
insights (Miles and Huberman, 1994). r&

Q&

3.2.1. Selection of parti@ipa e survey
The quantitative and g ods were utilised for different categories of individuals, e.g.
individuals workinggim t nsic departments in large and multi-national companies, people

working in forens @ ments in Small Medium Enterprises (SMEs) and the students who are

ance is that a huge populace

must be inspected; the more the
ple of people investigated, the more
accurately or exact the results will be (Miles

and Huberman, 1994).

doing MSc hD im forensic related topics. The main advantages of choosing these categories for

the p vided in below:

e Peaple working in forensic departments in Large and multi-national companies: Individuals that
are working in multi-national companies or large corporations will provide ideas and
techniques utilised in the forensic department in large scale.

e People working in forensic departments in Small Medium Enterprises (SMEs): Individuals that
are working in SMEs will provide techniques and ideas utilised in the forensic department in

small and medium scale enterprise
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e The students who are doing MSc or PhD in forensic related topics: Students will give an in-depth

explanation and information about development and advancement in forensic research.

3.2.2. Approaches adopted for the research
Questionnaires (Online Survey) were utilised in conducting quantitative research, while the

interview was adopted in getting the qualitative research done. Table 3 is the critical evaluation of

each method with its merits and demerits. The personal interview makes it pssi ture
detailed explanation to each forensic question as well as the responder’s attitude ensic
and data mining techniques. Contrariwise, the online survey makesgi t eral
information from diverse individuals that are not geographicall me place. This
means that it becomes possible to get different viewpoints in dif contihents and countries
regarding forensic and data mining techniques. This project u esurveys.ac.uk to design

the survey. The positive and negative reasons for using di

Personal Interview:

Positive Reasons: o ‘ \
e |tispossible to target a specific grou\ duals

e |t usually has a higher respon te

thod is provided below:

e Responders’ attitude ca r

Negative Reasons:

e [t consumes tim

e [tmightn ective

to understand; being the most generally used method of survey collection.

sy quantification of received responses.

e |t provides the platform to answer in a degree of conformity; which means that respondent
can easily pass across their opinion.

e An effective response can be received quickly

e |tisa cost effective survey

e |tisrelatively easy to put together
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e Can be put together in a relatively short time in comparison to other data capture
approaches

e When done remotely, it can prevent or reduce geographical dependence

e Using survey software makes it possible to analyse survey data using advanced statistical
technique to check data reliability, validity and significance and also the capability to

analyse multiple variables

e Standardised surveys are usually not prone to diverse kind of errors.

Negative reasons

e Since itis one-dimensional, i.e. it contains around 5 to 7 question igh possibility
of failure in getting the true thoughts and attitude of the r
e Respondents might not be encouraged to provide hon rate answers.

e Respondents might not want to provide responsesdiiiat

e Boring respondents or respondents with ﬂ 0 b
reason why they are giving answers. K
e Surveys having closed-ended ques’&\ htfh@ve a lower rate of validity when compared

nSe to a survey question is possible. Also, the number

of people that degides poR@to a particular question may be different from those that
decide not to res y result in the creation of bias.
e There is a possi he answers to the survey being interpreted differently by the

responden

diffe thi

a negative picture of them.

ight not be fully aware of the

to other question types.

e FErrorsindata asaresult of

leading to unclear data, e.g. the option “somewhat agree” may mean

n various subject context. ‘Yes’ or ‘no’ answer options might also be
I , i.e. people might respond with the answer “no” if the option “only once” is
represented as one of the options.
o stomised surveys are subject to risk associated with having certain error types.

The interview questions and questionnaires utilised by the different categories of individuals are

provided in appendix A.
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3.2.3. Method of Data Collection
The interviews were to be conducted via Skype, telephone and emails with the merits of using

each method. Diverse methods were utilised to receive a maximum response to the forensic and

data mining questions. The reasons for using each method are provided below:

e Skype: This comes in handy when conducting interviews for people geographically located

across the globe, to get sufficient response since it is semi-formal. It also helps and
cost while also observing the respondents facial gestures and expressions.
e Telephone: This medium has the potential to reach many individu It asyaccess
to phones. This is used for people that are far off and will not pre e method but
traditional phone call.
e Email: Interviewing via emails is somewhat similar to ut respondents are not
restricted to choices in a typical survey format and ca swer the forensic questions in

full without restriction, and they can also do so. nience.

The Likert scale forensic and data mlnw q stlo alre was published on the web (link is
https://coventry.onlinesurveys.ac.uk/for ation-survey) and also distributed by hand.

The reason for adopting this techni sponses are stated below:

e Publishing in Web: Itj to get responses from diverse geographical and remote
areas across diverse
e Personal handout di in the UK: This is adequate for the respondent that will be visited

face to face in d Kingdom and given the questionnaire to fill out.

vey Questions
ant survey questions type includes open-ended and closed-ended questions.

ed questions do not have categories or predefined options incorporated. Hence the
nts provide their answers (Lavrakas, 2008). On the other hand, the closed-ended
guestions limit the respondents’ answers to the predefined options given in the questionnaire
(Lavrakas, 2008). Both techniques are utilised while designing the questionnaire for the forensic
and data mining questions because of the advantages they both offer. The critical analysis of both

types is provided in Table 4.
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Table 4: Critical Analysis of Closed-ended and open-ended questions (Lavrakas, 2008)

Advantages Disadvantages
Closed-Ended Questions e [tistime-efficient e Respondents are limited
e The responses are not to  options  provided.
difficult to analyse and Hence cannot _express
interpret themsel
e Not wusually prone to | e Rapporthui ited
errors in answering

guestions because options

are provided beforehand

Open-Ended Questions e Respondents are ime-consuming

limited. Herw t Responses are harder to
express analyse

adegmatelydl a build e Prone to errors in
rappor responding, e.g.
o ansWwers are usually incomplete sentence,
reSpecific and detailed grammatical errors, some
questions left

unanswered, and so on.

3.3.  Sury® An S

An a is sponses was conducted for the questionnaire and interview. The online web
surve was analysed; the survey engine provides a fundamental graphical analysis of the
respon with its corresponding percentage range provided. Also, the interviews were also
analysed with Microsoft Excel to deduce the corresponding percentage range of responses to each
guestion.

3.3.1. Questions used for Interview and survey
Table 5 contains the questions used in this research project and the reason behind its inclusion.
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Table 5: Questions used for the interview and survey

your compa ademic area?

Question | Interview Question Reason for choosing the questions
Number
1 Which continent do you reside? This question will help to categorise
responses based on the continent to
be aware of the r n the
responses have em
2 Which country do you work? knowing the
count he responses.
3 What is the name of your company or is useful in categorising
school? from academia and industry.
@
4 What sector does your company or sc question will categorise the
fall under? o responses received concerning the
\ different industrial or academic
sectors.
5 Do you carry out investigation in | The research responses received from

the respondent who specified yes will
proceed to answer the remaining
guestions below. Otherwise, they can

stop filling the survey.

ou directly involved in any related

forensic investigations?

This world will serve as a guide to know
the number of respondents that are
directly involved in the forensic
process, to validate the knowledge of

the respondents.
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7 Can you explain in more details how you | This question aims at eliciting detailed
carry out your responsibilities? and specific information about how
the investigative process is conducted.

8 What specific investigative technique or | This question will help elicit which
tool do you utilise? tools or technique is more popular

amongst the respo

9 Who are your targets? This question will

who utilise data mining
10 How will you rate these investigative tools | help identify how the
that you use? nts perceive the usability and
[
ness of this tools
11 Do these tools have any drawfdack The drawbacks of the tools are
\ highlighted via this question.

12 Can vyou recomm advance | This will provide insights into the
forensic toql that are of that can | respondents” knowledge of other
make your w, tare not currently | better forensic tools that they can take
being used advantage of but are currently not

o utilising.
13 aware of the current advancement | This question provides more insights
orensic investigation study and  into the respondents’ knowledge of
research? If so, can you share some with | the current forensic research.
me?
14 What forensic framework do you typically | This question will provide insights into

follow (e.g. DFWR)?

the respondent's knowledge of which

forensic framework is being followed.
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15 Do you know the theoretical concepts | This question will help elicit if the
behind these tools? If yes, can you state  researcher understands the in-depth
them? concepts behind the tools or they are
only just using the tools without a

knowledge of how it works.

3.4. Steps followed for deriving the recommendation

Initially, secondary research was conducted and primary research cted” The

primary research results were derived from statistical and gr so, secondary
research will go through manual analysis by reading, understandin summarising followed by
content filtering approach to elicit key points to compa primary research. The
comparison method or approach was used to evaluate received from the secondary
and primary research. From this critical analysis, a. 0 erivations and recommendations

were made.

\
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4.0. Analysis and Evaluation
4.1. Introduction

This section contains an analysis of the questionnaire and interview question responses, for the
primary survey questions in the previous chapter. A total of 22 responses were recej tting

f the

across both the academic and industrial data mining industry. An analysis and
response are provided in the following sections. @
4.2. Analysis of Survey Questions

4.2.1. General Demographics

The number of responses of Male and Female to the survey wa

he same as seen in figure

because no one was asked to fill the survey from taat ¥€gion. Majority of the response came from
Europe, i.e. the United Kingdom with ei re§Ponsgs (36.4%). Majority of the responses were
from the academic sector in the Unite . This is closely followed by Africa with seven
responses (31.8%) and then Asi America with four (18.2%) and three (13.2%)
responses respectively. And t es were majorly from the non-academic industry; two
(9.1%) respondent fro d gas industry and nine (40.9%) respondent from the
consultancy sector. The tors included the security sector with two respondents and the
agricultural sectorn € respondent, making up the remaining 13.6% as seen in figure 5 below.

54.5% of the, 0 are full-time workers, while 45.5% work part-time in the forensic industry

R

What is your gender?

vl |, 10 (45.5%)
Female |, 12 (545%)

Figure 2: Gender
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Select the continent you reside

nerth America ||| N = (:
South America | V]
asia [ o7
arrica | 7 (:1=%)

Aurstralia | V]

Eurcpe B {35.4%)]

Antarctica | o

Ad
Figure 3: ContinentA

Count of What is the name of your company or university?

Count of What is the name of your company or

university?

Virginia... m—
|

Total company
I
: P— Southampton...

What is the name of your company or university? ~ P
priston e
I
Michael Page AE e
|
KPMG e
I
Cguentn’r," I

=]
[ %]
b
411

Figure 4: Company or University Name
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n What sector does your company or your university educational area fall into?

ducation | © (36 <%)
oil and Gas || NG 2 (>0

Banking | 1]

Consultancy 9 (40.9%)

Automobile | 0

otver I  (155%)

Figure 5: Sector of Company or University \ al‘ ‘

Do you directly involved in any forensic related investigations?

Yes Full-time 12 (54.5%)
Yes Part-time 10 (45.5%)
No | 0
Figure 6: F‘ Timel& Part T“Vorkers
4.2.2. General Responsibilities b
The responsibility carried out by the is as diverse and different as the number of

respondents to the questionnaire. these responsibilities include:

e Neural network agalys email linked to fraud detection
e Fixing and preve niversity-related software hacking issues
e Researchi Use of the neural network for text and speech recognition

e Fore in tion via WEKA, FTK, Imager, Wireshark

rotactio ainst email and website hacking

hing into the evaluation of an intelligent approach to forensic computing
pervision of multimedia forensic research

e Researching into the use of Wireshark

e Investigation of client issues and solution provision

e Provision of data analysis and security

e Investigation of a data breach
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e Analysis of video evidence

e Formulation, revision and documentation of information security policies, procedures and
standards

e Implementing a program to identify and report the use of threat intelligence services and

articulate the business benefits it provides

e Implementing a forensics program to identify the required forensics r,

utilise/leverage current forensics tools and deliver as a pro-active and re

e System auditing and investigation

e Emails analysis and forensic

e Provision of forensic accounting needs

e Data collection, analysis and interpretation. o

4.2.3. Which sector (s) uses which forensic/dat‘nin' ;
From the respondents, 30 different tools were pro& e 22 respondent, WEKA tops the
iscov@r IR, Encase, FTK, Autominer amongst

chart with 7 respondent, followed cIoseI‘by
others as seen below in figure 7. \
N

No of respondent who use this tool

O L N W b U1 O N
WEKA I

W = X 2 ¥ X S O 0 0 Q- & Vg U FE w > 2 0 O = = O - »
cﬂJ—Cn—Lw‘amwm<“5w8>‘tz§t¥:w®mhgu"’
S £ « O L ©® ¢ c © —= o T »w = 2@ = = &~ £ o < 9
F S O £ 52 088X IELHISEgZ L2t S
C s 3 = n = ¢ ¢ o = T c 0 >8 8 F . £F 9 <
o o o ¢ ExofULUE = 9 ®© 2 5 g 2 0o & T §
Qa £ O E E T o o 2 un S = 2 x5 X T g
5229 283« £ 2>5 2023 ¢
o < A 2 0O = 5] c 5 © =
o [a)] 2 ) < [T =
c o < c 8 x = ‘S
= = g 2 2 T O o
s " ] g 5 g 3
-
& = >
< o

>3

(]

=2

Figure 7: No of respondents who use the tools
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However, WEKA has predominant usage in the educational sector. Even though the secondary
research in this report does not lay claim to WEKA being predominantly used in the educational
sector, it is evident that this is the case, this might be as a result of the fact that the software has
been in existence since the late 1990’s as well as it has a free GNU General public license.
ProDiscover IR, however, has its usage distributed across education, oil and gas and consultancy

sector. Encase, and FTK also has usage distributed across the security, education an tancy

sector while Autominer has usage majorly concentrated on the consultancy one
respondent, saying it is also utilised in academics. Table 6 has a compgehen st esetools

as well as the sector they are utilised.

Table 6: Sector(s) each tool are utilized

hat sector does your
What is the name of your | What specific investigative techni o} company or your
company or university? do you utilise? o university educational
area fall into?
Coventry Universit WEKA, Emergen
Y Y & 6 Education
Coventry Universit ProDiscover IR, FT , hetwork
y y miner, OSF Education
) . dvanced Forensic
Coventry University ,
Education
Coventry University i
Education
Total compan
pany Oil and Gas
WEKA, Encase, FTK Imager )
Education
AFFLib incorporating Advanced Forensic
Format (AFF), FTK, Encase, Celwbrite Security
WEKA, ProDiscover IR, Wireshark, Network
miner, Neural Network package Oil and Gas
AFFLib incorporating Advanced Forensic
riston Format (AFF), WEKA, ProDiscover IR,
P AutoMiner, Network miner, Neural Network
package and Encase Education
Coventry University WEKA, Encase .
Education
University of Warwick MatLab )
Education
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OBAT (Online Behavior Analysis Tool) Breach

KPM
G Indicators. IDEA, ACL Consultancy
KPMG WizSoft, SPSS, Excel
Consultancy
PwC ENCASE
Consultancy
PwC Amped FIVE

Consultancy

Michael Page AE

ProDiscover IR,AutoMiner, Sans Sift,
CAINE, LastActivityView, Volatility

Consulta

AutoMiner, FTK Imager LastActivityView

Deloitte CAINE
) ProDiscover IR, The Sleuth Kit (+Autopsy)
Deloitte i .
Mandiant RedLine P2 Explorer Free
. ProDiscover IR,AutoMiner, San Sift Incidenc
Deloitte

Response Encase

Thornton Tomasetti.

MailXaminer Add4Mail eMailTr

Virginia Department of
Agriculture & Consumer

Consultancy

IDEA , ACL, Access

0\
.\(,

4.2.4. Who are usually the ta n
Even though most of the

services to, from table

tools are applied

e Acco ng

Service Agriculture
Virginia Department of

Agriculture & Consumer | IDE, Access,

Service Agriculture

sic which includes Monetary Fraud Detection

) ai sics which also includes Email Fraud Detection
° merorensics
° mputer and Network Forensics

hat services do they need?
d not give clear target sector of whom they provide forensic

e to deduce that the major areas where forensics/data mining

The major application areas in comparison to literature remains the same; no new notable

application areas were uncovered from the respondents to the research.
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Table 7: Target for forensic work

Who are your target when using forensic tools?

To allow the network to take in email and classify into fraud and non-
fraud based on learning frequency of different words

N/A

Generally, they relate to attempts to obfuscate or delete artefacts
Fraudulent activity

fraudulent activity

fraud detection

Find digital Evidence or relative
fraudulent activity

n/a

everything related Wireshark, and how its drawback can be
Simulation

Those that need forensic Accounting
Account forensic needs

Any company that needs forensic

Any company that needs forensic video ana
Companies that require forensic invegfigati
Companies that need system forensics
Companies that require system augi
Companies that need a for@sic i
Email forensic investigation
Agricultural and consum
Forensic accounting cli

Table 8 below contains a list of ed by the respondent to carry out an investigation as

drawbacks o6 stated that drawbacks had been noticed in their current toolset, this can

be egOrised as seen in figure 8. The predominant problem as highlighted by the

jorly

respo e imaging issues, speed and difficulty in use or learning; these are the predominant

areas f@kensic tools provider need focus on for improvement. Also, only 13.6 per cent of the
respondents stated that they are not aware of alternative tools that could improve their work
while an impressive 76.4% stated that they are aware of alternative tools which they have listed

in table 8.
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No of respondent

4.5
3.5
2.5
1.5

1
0'5 .
0

imaging issues security issues speed difficulty in use or
learning

N\

Figure 8: Tools Drawback Categorl

[
Table 8: Toolset drawbacks and alternatives

What specific Do these tools@ve n you recommend some advance

investigative technique | drawbacks? forensic tools that you are aware of that

or tool do you utilise? can make your work better but are not
currently being used?

WEKA, Emergent Do td@lways scale up | would recommend that you look at
the various intelligent toolboxes
offered by Matlab

ProDiscover IR, Timeline tools, automated scripts

Wireshark,

In imaging drives, A tool in development we have which
particularly large ones, it uses a Wireshark platform but is
takes a great deal of time | enhanced with forensically related
tying up a workstation modules.

WEKA, Emergent The tool has problems None

scaling
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WEKA, Emergent

the problem with imaging,
especially with the large
one, it took a long time to
tie up the workstation

Matlab has many intelligent tools
which are recommended to use

WEKA, Encase, FTK
Imager

imaging takes a long time
to carry out

interactive classification, decisions tree

ait

Wireshark, Network
miner, Neural Network
package

AFFLib incorporating No Systenance , WinHex,
Advanced Forensic

Format (AFF), FTK,

Encase

WEKA, ProDiscover IR, | No timelinegtools

AFFLib incorporating
Advanced Forensic
Format (AFF), WEKA,
ProDiscover IR,
AutoMiner, Network
miner, Neural Network
package and Encase

Long time to do imagir‘

\

WEKA, Encase

ork package, timeline tools

open

X-way forensics

MatlLab CH#

OBAT (Online Be ost are not so easy to ActiveData
Analysis To learn

Indicators. {IDEA,

WizSoft, SPSS, Excel No None

ENCA No Not at the moment
Amped FIVE No dTective
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ProDiscover Some are not user- Mandiat Redline FTK Imager
IR,AutoMiner, Sans Sift, | friendly, e.g. Volatility
CAINE,LastActivityView,

Volatility

AutoMiner, FTK Imager | No Oxygen Forensic Suite 2013 Standard
LastActivityView CAINE Free Hex Editor Neo

ProDiscover IR, The Some tools are not easy to | LastActivityView SANS

Sleuth Kit (+Autopsy) learn

Mandiant RedLine P2

eXplorer Free

ProDiscover No None
IR,AutoMiner, San Sift

Incidence Response
Encase

MailXaminer Add4Mail | No Forensic Framework

eMailTrackerPro

IDEA, ACL, Access Response time i Active Data For Excel

IDE, Access, ACL ifficult to learn | SAS Enterprise Miner Intelligent Data

Miner by IBM

4.2.5. How dggdio sers rate their current toolset?
Majority of the re dent have rated the toolset they use highly (see figure 8). This is a clear

indic a mining and forensic tools, in general, have been very useful in its few years of

growt

Visualisation of data

86.4% of the respondents rated data visualisation as “good” on their current toolset. 9.1% said
they believe visualisation of data with their current toolset is of an “excellent” standard while only

4.5% of the respondent stated that its current toolset ranks “poor” for visualisation of data.
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Speed
86.4% of the respondents also rated their current toolset speed as “good” with only 4.5%
respondent rating theirs as “excellent”, while another 9.1% of the respondents were inconclusive

whether their toolset speed is good or bad.

Ease of use
63.6% of the respondents rated their current toolset ease of use to be “good” Wil ad8.2%56f the
respondents rated their current toolset ease of use as “excellent” with 18.2% of t spandents

the responded rated theirs as “excellent” while another 9 spondent is saying they are not

saying they are inconclusive whether their toolset ease of use is good a

Help System

81.1% of the respondents rated the help system of their curﬁ as “good” while 9.1% of
sure if their current toolset is good or bad. ®

N\

\
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n Haow will you rate these investigative tools you use?

2.1 Visuzlization of data

Ewcellent - 2 (21%)
cood |, o (cc.<%)

Meither good or bad | 0
poor [l 1 45%)
Very poor | O

92 Speed

Ewcellent - 1 (4.5%)

Good |, 1 (¢

Neither good o bad [ 2 (7154
Poor | O
Very poor | O

9.3 Easyofus

Excellent | A ¢ (152
Geod | ¢ (¢ ¢
Neither good o bad || N AN A 4 (1=

Poor | O
\ery poor | O

94 Help System

Excellent [ 2 (7132
Good Y 15 (c.55)

Meither good o bad [ 2 (519
Poor | O
\ery poor | O

v Figure 9: Forensic Tools Rating

orensic Framework?
ndents, it is evident that there is no clear framework utilised by every respondent

4.2.6
From
in the Slirvey except one respondent that stated that he uses the DFWR framework. This is
consistent with claims in the literature that even though several frameworks have been

developed, none have cemented its self in the forensic industry.
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Framework Used

= None = DFWR

Figure 10: Forensic Framework Us

4.3. Major Findings

From the survey, it is evident that WEKA as a fore@ rly utilised within the academic

industry as a research tool. Other dominant too Encase AutoMiner and FTK are majorly
utilised in the industrial sector, and not V\ﬂ emic sector, industrial sector, e.g. oil and
gas, security, agriculture and consulti cant areas of forensic application uncovered
included accounting forensic (wit ion), email forensic (with fraud detection), crime
forensics as well as computin rk forensics. The respondents are majorly satisfied with
their current forensic t measured under four parameters which included data
visualisation, speed, h and ease of use. However, around 60% of the respondents

highlighted some s from their current forensic toolset which are broadly categorised into

7 "

“imaging”, ell as problems resulting in “difficulty in learning and using”. Also, most
resp ts are of better tools to aid their work, and are not taking advantage of it. Lastly,

virtua he respondents do not follow any major forensic framework/approach.
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5.0. Recommendation
The following recommendations are highly needed in the forensice community to improve the

industry at large, after considering the secondary and primary research:

e From both the primary and secondary research, it is obvious that forensic has tremendously

benefitted the accounting, emails, crime, computers, network forensics. How it has

majorly been adopted as a mechanism for investigating an incident that ha u not

in d sive

before they do. This is one area that the forensic industry should focus o

forensic mechanism that alerts when something fishy is going on, eliorate the
damage.

e Eventhough the current tools utilised have been rated to e, it is clear that some of

these tools are difficult to understand and use, whi rs Mave scalability and display

problems. This is one major area that needd@noré h focus because data is always

increasing and there is always a need to have syst that manage this data management and
presentation more efficiently. ®

e The researcher also observed fro ry research as well as literature, that forensic

experts are usually few and the their hands full with work that needs to be done.

This could be solved rensics as major modules in University computer related,
law or accounting rela or as a whole new discipline at large.

e From primary resea Iso literature, it is obvious that no framework or methodology is

followed withj ensic community, i.e. no standardised approach in solving problemes,

this mig a sult of lack of professional bodies to manage and propose best practices

[ fo community. This needs to be formulated to monitor and provide relevant

tr g and certification that will increase both the efficiency of forensic workers and also

edu@ate more people, and by so doing, increasing the number of forensic professionals in the
industry.

e Lastly, it can be seen that most of the respondents, even though they are aware of tools that
could potentially increase their productivity, they are presently not taking advantage of these

tools. Itis recommended that forensic solution providers have a dedicated team of researchers
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whose sole duty is to analyse forensic tools, to pick the best tool for the job or encourage
forensic team members, especially in the non-academic environment to carry out

investigations into the best tool(s) to use.

6.0. Conclusion and Future work
This research work has explored the use of data mining tools capable of aiding the forensic

investigation process. This work has uncovered different successful applicati f ools

and techniques in both the academic and non-academic industry, to aid forens v ation

process. Primary research was carried out to identify new areas of ap utfhe results did
not discover any area of application areas not found in theditera major aims and
objectives stated in the first chapter of this research work were metith the exception of one of
the objectives, which was to map forensic tools based o a his was not wholly met
because of the limitation in the number of responcﬁnts 0 y. Additionally, the researcher
was unable to get any respondents from Australia ica. It was not possible to make a
significant conclusion from these finding.bec se t ata is slightly biased, e.g. most of the

\ his research work was conducted to a high
ination of both the secondary research with the

result of the primary research lays Vali m and also reflect the current state of the forensic

academic responses were from the United

standard, and it is worthy to note th

industry in the United K o} und the world.

In conducting this rese , | was able to meet my project milestones because of a personal

strict adherence t able and great guidance from my supervisor. However, | had a week

delay in bet s unable to conduct the analysis as a result of a limited response to the
ques ai nt out. Getting the respondents to fill the questionnaire was the most
chall t of the project as | did not take a proactive approach by sending reminders to the
people\Psent the survey to, so that they can remember to fill it. This is a major challenge in which

| have decided to take a different approach in the future. Utilising the survey mechanism for data
collection is an acceptable and well-known medium of data collection. Also, the confidentiality of
the survey respondents are maintained as no personal information was required from the

respondents. The survey was majorly done via a secured survey platform and required access to
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the internet, which was readily available to the respondents as this is one of the major resource

needed for their work.

Even though this research work has been successful, in the future, the analysis could take a slightly
different turn, e.g. in analysing the usability of the tools based on data visualization, speed and so

on, it would have been more insightful for the respondents to rate tools individually and not based

on the general toolset each respondent uses as was done in this research wor
the respondents have provided alternative tools that they are currently not utilisingi also be

more insightful to know why they are currently not adopting this tool f8im t

O
O
.\(,\
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7.0. Project Management
These are the set of processes which includes organisation, planning and implementation actions

to ensure that this research work was completed on time. This section contains t ord of

meetings engaged during the project; project timelines, milestones and deadli sues

faced and what the researcher did to resolve them.

7.1. Gantt chart

The timelines for the project are provided in figure 11 as seen D(%ihg the project, the
researcher followed this timeline judiciously, and the timelin réghpet. There was no major
deviation from the initial plan, except that the project wa by one week as a result of not
getting enough response from the survey for thd®nal major milestones in the project

included the conclusion of the literature r

-
as

recommendation, conclusion and futureg W
next one, and they were reviewed weekly to

ethodology, analysis and evaluation,
riting the final draft of the report. Each
milestone was completed before movj

measure how much progress she
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A

GANTT CHART

Task

Mode » Task Name » Duration

» Start

Resource 5

12 Apr 15

26 Apr'15

10May'15 24 May'15 07Jun™15  21Jun'15

05 Jul *15

19 Jul 15

02 Aug 15

16 Aug 15 30 Auj

» Finish » Predecessors  »  Names * /WM S5 T T S FWMWMS T T 5§ FWMS T T S FWMS T T 5§ F WM

-

.1!

.1!

.1!

.1!

.1! .1!

.;‘

.1!

.1!

;‘

4 Project
Management for
Research Project

Background 5days?
Research and

learning new

skills

Conduct 5days?
Literature Review

Requirements 13 days?
gathering and
investigation

Interview Design, 11 days?
interviewing

process,

transcription and

analysis

Mapping of Uses  6days?
Analysis of 5days?
Current

Implementations

of data mining in
forensics

Prepare 3 days?
Recommendation:
Analyse 5days?
recommendations

to ensure they
correspond to all
information

provided

throughout

Writing of final 3 days?
project

Finalisationof 8 days?
report

65 days?

Mon 04/05/15 Thu 30/07/15

Mon 04/05/15

Mon 11/05/15

Fri 15/05/15

Thu 04/06/15

Fri 19/06/15
Tue 30/06/15

Mon 06/07/15

Thu 09/07/15

Thu 16/07/15

Tue 21/07/15

\od

Fri 08/05/15

%ri 15/05/15

Tue 02/06/15

Thu 18/06/15

Fri 26/06/15 4
Sun05/07/15 5

Wed 08/07/15

Wed 15/07/15

Mon 20/07/15

Thu 30/07/15 9

Figure 11: Gantt Chart
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7.2. Meetings with supervisor

While carrying out this project work, | had a series of meetings with my supervisor. Figure 12 is a

sample meeting sheet, while Table 9 contains a list of meetings | had with my supervisor with

discussion points. The “key point at the meeting” as seen in table 9 are the itemised topic or issues

that | deliberated and discussed with my supervisor, while the “key action points” represent what

needs to be done after the meeting.

Table 9: Supervisor meeting discussion

Meeting The key point at the meeting
date
7t May Introduction t exploring and collecting
2015 Explore the structure of the report ials for a literature
Begin Literature review
Create a report structure
Read and summarise
\ appropriate  papers and
books
14%h  May Explore the structure of e Continue collecting
2015 Continue with literat e literature  for literature
Consider the a o use for review
methodology c e C(Create a structure of the
report
e Read and summarise
appropriate papers and book
chapters as well as adding to
report
28™ of May e with the literature survey e Provide the restructured
2015 cture and expand the literature literature review

view

rogress made on the comments by the
supervisor

Explore the methodology chapter

e Devise the structure of
methodology chapter

e Consider data collection
approaches

4th une
2015

Continue with literature review
Explore methodology chapter

e Provided the restructured
literature review

e Start to put together the
methodology chapter

e Review progress so far

e Send the current report to
supervisor on 14% of June.
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e My supervisor was on
vacation between 5™ June
and 13 June.

e Consolidate what was done
so far

e Monitor data collection

e Start analysing the response
to interviews

h ject

managemen

16t of July | ¢ Data collection activities
2015 e Wait no longer than 24™ July to start the
analysis
e Will explore alternative source to promote
guestionnaire
e Continue with project management |e Expand
chapter
30" of July | e Start recommendations chapter
2015 e Analysis of data received

e Presentation structure. Of course, if you
want more or less slides for a particular
area that is fine. Remember that you o
have 20 mins.

o Slide 1 —the title of project,
course \
o Slide Z—Structur.aft
o Slide 3 —Aims and dbje
Nwew (main

o Slide4and5 Li
gy (Diagram of

findings)
o Slide 6-7

jde 12 Did achieve aims and
bjectives (Table)
Slide 13 —critical evaluation and
reflection
o Slide 14 — Future work
o Slide 15-16 — project management
o Slide 17 Any Questions
e Conclusion chapter structure
o Did achieve aims and objectives
o Acritical evaluation (Review quality
of what you produced)

mendation and

clusion chapter

Supervisor on Holiday 3™

Aug to 9™ Aug, so meet next

week

e My supervisor promised to
review the current version
on Friday 31 but after that,
no email access until 10t
Aug

e | can look at presentation
slides if desired. You can see
the second marker if
assistance is necessary while
| am on vacation
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o Reflection (How things went, what
you did well, what would change
write in the first person)

o Social, ethical, legal and professional
issues (Concerned these regarding
your project. For example, social
factor might be better network
performance, so people and
institutes can get data quicker.
Ethical issue is an intelligent solution
that does not say why good suitable
and so on)

o Future work (What will do to extend

O
.\(,
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Project Study:
Face-To-Face Student Supervision

Student Name Sanaa Abushofa <abushofs@uni.coventry.ac.uk>
Student ID 5385061

Tutor/ Supervisor/ Mark Elshaw

Director of Studies

Faculty E and C

Course title and code

Module code M08

Date of meeting 7™ May 2015

Time of meeting 2pm

Key Points brought to the meeting:

(Include and challenges and actions taken to overcome them)
e Introduction
e Explore structure of report
e Begin literature review

Key Action Points

(Include dates of any deadlines).
o Start exploring and collecting literature for literature survey
o Create structure of report
« Read and summarise appropriate papers and book chapters

\‘) ) \ \- ‘\,
¥\~\‘ \\(3 \-U, L L S ( C (AW \.( ) )’C \ % \

Date and Time of next meeting: 2pm 14™ May

(Signatures of all those present)

Signature: - (Tutor/ Supervisor/ Director of Studies)

Signature: oA (Student) y /\

Figure 12: Sample meeting sheet
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7.3. Project risk analysis

This section considers the risk discovered in relations to this project and possible ways of

mitigating them. See table 10.

Table 10: Project risk management

Risk Factor Reason Impact Possible
Health There might be the | Medium A discu be
possibility of getting h the
sick while conducting i60r to ask for
the project which extension  to
might  delay the submit if necessary
project submission
Hardware/software The computer may Q Get a new one or use
experience hardware one from the school
or software related library. The project is
issue like OS crash also backed up
() regularly on a Google
drive account
Funding To ascertai The project does not
require any additional
funding
Safety The project does not
need a cause any form of
or hazard damage or safety
issues to the
environment or
individuals

respondents to the

ted | Getting and retrieving | Medium Use university library
materials relevant to to source for relevant
the project literature or ask the
supervisor for help
Questionnaire Getting 100 | Medium Help will be solicited

from friends to help

survey questions distribute the
guestionnaire,
sharing on social

media and also asking
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for help from the

supervisor.
Report writing issues | Getting the report up | Low Using grammar and
to standard readable proofreading
format checkers, engaging

the services of a
professional
proafrea

Contingency Plan: Making sure that the plan is followed will ensure §fgo letion of the

project before the deadline. Also, allowing an extra one week @gfor adline in the Gant

Chart will facilitate ease of completion.

7.4. Issues faced during the project

The issues faced during the project are categorisi an ned in the following sections.
However, the initially target of respondent was set a\ result of time constraint, the total
is.

number of 22 respondents were used in tfile finghana

\condary research stage

ge of my report

7.4.1. Issues and solutions faced durj
There are two major issued faced d

e The initial problg era@while carrying out the secondary research was finding
appropriate mateg jolrnals to study and use in the write-up. Even though | was
able to get so ils from the IEEE Explore and direct science website from the

University rvisor was very helpful in providing a rich blend of journals that cuts

acrogs’both academic and industry on the application of forensics and data mining

n

° otheér issue | experienced was the synchronisation of the information | read to make

eaningful sense, while also justifying the reason for the inclusion of such information; my

supervisors’ comment was also constructive in this regard, as it helped me structure the

flow and justify the reason for each of the information added to the review.

7.4.2. lIssues and solution faced during methodology stage
The issues faced during this stage can be broadly categorised into two:
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After publishing the questionnaire and asking a few of the contacts to respond to the
survey, the responses were low. After a few days without enough response, | had to send
reminder e-mails, text messages and sometimes phone calls to get these individuals to
respond to the survey. Also, | observed that because | did not make the fields in the survey
form mandatory, some of the fields were not filled; | fixed this issue by making the fields

mandatory so that they must be filled before submitting.

As a result of my initial contact base being small, the number of respon the

survey was limited. In other to get more response to the survey, | sh 0 cial
media and via emails with my friends who might know anyone i Ic community.
This was particularly helpful because | observed that | go nses to the survey
through this medium. | was also more proactive ; | r emails to those that |

sent the survey questions to which was also helpf,

A\
.\(,
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APPENDIX A: Questionnaire and Interview Question

Forensic Investigation Survey

0% complete

Page 1: Page 1
€D wnatis your gender? % Required

o Male
2 Female

) select the continent you reside  # Required

2 North America
2 South America
O Asia

o Africa

2 Ausfralia

0 Europe

' Antarctica

€) Wwhat is the name of your company or university? % Required
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) Wwhnat sector does your company or your university educational area fall into? % Required

= Education
< Oil and Gas
= Banking

2 Consultancy
= Automobile
O Other

a Ifyou selected Other, please specify:

) Do you directly involved in any forensic related investigations? # Required
2 Yes Full-time

O Yes Part-time
2 No

) cCan you explain in more details how you carry out your responsibilities? # Required
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&) what specific investigative technigue or tool do you utilize? % Required

) AFFLIib incorporating Advanced Forensic Format (AFF)
O WEKA

1 ProDiscover IR

- AutoMiner

O Other

a Ifyou selected Other, please specify:

) Who are your targets when using forensic tools? # Reguired

€) How will you rate these investigative tools you use? % Required
Flease don't select mare than 1 answer(s) per row.
Flease select at least 1 answeris).

Having trouble with the format of this question? View in tableless mode

Meither

Excellent Sood good or bad

WVisualization of data O O O
Speed o O O
Easy of us O O O

Help System O O O
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€I) Do these tools have any drawbacks? % Required

2 No
o Other

a If you selected Other, please specify:

- p N4

€E» cCan you recommend some advance forensic tools that you are aware of that can make your work
better but are not currently being used? % Reguired

€ Are you aware of current advancement in forensic investigation study and research. if so, can you
share some with me? = Required

€F) Whnat forensic framework do you typically follow (e.g. DFWR)? % Required
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